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Fig. 1: Make-Your-3D can personalize 3D contents from only a single image of a
subject with text-driven modifications within only 5 minutes.

Abstract. Recent years have witnessed the strong power of 3D gener-
ation models, which offer a new level of creative flexibility by allowing
users to guide the 3D content generation process through a single im-
age or natural language. However, it remains challenging for existing
3D generation methods to create subject-driven 3D content across di-
verse prompts. In this paper, we introduce a novel 3D customization
method, dubbed Make-Your-3D that can personalize high-fidelity and
consistent 3D content from only a single image of a subject with text
description within 5 minutes. Our key insight is to harmonize the dis-
tributions of a multi-view diffusion model and an identity-specific 2D
generative model, aligning them with the distribution of the desired
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3D subject. Specifically, we design a co-evolution framework to reduce
the variance of distributions, where each model undergoes a process of
learning from the other through identity-aware optimization and subject-
prior optimization, respectively. Extensive experiments demonstrate that
our method can produce high-quality, consistent, and subject-specific 3D
content with text-driven modifications that are unseen in subject image.
Project page: https://liuff19.github.io/Make-Your-3D/.
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1 Introduction

Subject-driven customization has emerged as a prominent aspect within the
field of generative models [40, 44, 60, 66, 68], providing a wide range of multime-
dia applications [61, 70]. It aims to synthesize the individual subject in diverse
contexts and styles while retaining high fidelity to subject-specific identities. De-
spite the great progress of personalization in text-to-image (T2I) [3,8,44,45,67]
and text-to-video (T2V) [32,42,58,60,63] models, the exploration of customized
3D generation remains relatively limited.

Driven by the advancements in neural 3D representations [21, 34], exten-
sive datasets [5, 9, 10], and the diffusion-based generative models [16, 43], recent
works [26,29,37,47,52,57] have demonstrated high-quality automated 3D gener-
ation from text or image prompt. Although text or image prompts allow for some
degree of control over the generated 3D asset, it remains challenging to produce
high-fidelity and subject-specific 3D content with text-driven modifications such
as novel colors, poses, or attributes that are unseen in any of the input subject
images. Enabling the creation of subject-specific 3D assets through flexible text
controls would greatly simplify the workflow for artists and streamline 3D acqui-
sition processes. One notable attempt for subject-driven 3D generation is Dream-
Booth3D [40], which combines a personalizing model (DreamBooth [44]) and a
text-to-3D model (DreamFusion [37]) with two-stage tuning for DreamBooth to
optimize NeRF [34] representation. However, it has two inherent limitations: (a)
time-consuming optimization of NeRF representation with the two fine-tuning
stages in DreamBooth and (b) requirements of multiple subject-specific images
as input, which significantly limits the range of applications.

In this paper, we propose Make-Your-3D, a novel co-evolution framework
for fast and consistent subject-driven 3D content generation. Specifically, given
only a single casual subject image, we can generate subject-specific 3D assets that
align with text-driven modifications as contextualization within 5 minutes, which
is 36× faster than DreamBooth3D [40]. As shown in Fig. 1, we personalize 3D
content with geometric consistency and strong appearance identity preservation
from given subjects while also respecting the variations (e.g ., sitting or wearing
suit) provided by input text prompts.

For Make-Your-3D, we draw inspiration from recent advancements in person-
alized models [67] and multi-view diffusion models [29]. Despite the customiza-
tion capability of personalized models and the 3D consistency of multi-view diffu-
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sion models, there remains a domain gap between the targeted subject and these
two models, particularly when the subject is unseen in the training data [44,47].
Therefore, the key idea of our method is to harmonize the distribution of the
identity-specific 2D generative model and multi-view diffusion model, aligning
them with the distribution of the desired 3D subject. Specifically, we design
a co-evolution framework to reduce the variance of distributions, where each
model undergoes a process of learning from the other through identity-aware
optimization and subject-prior optimization, respectively. Given a casual image
captured from a subject, we first lift it to a 3D space through a multi-view dif-
fusion model and capture its multi-views to optimize the 2D personalized model
with an identity-enhancement process, which imposes enhanced identity-aware
information into the 2D model. Next, we apply the original 2D personalized
model to multi-views of the subject with modified text description and obtain
more diverse images of the subject. Then we optimize the multi-view diffusion
model with such various subject images in the subject-prior optimization process,
infusing the subject-specific prior into the multi-view diffusion model. Finally,
we cascade the two optimized models to process the single input image of the
targeted subject and generate consistent subject-driven 3D results.

We conduct extensive experiments on the dataset used in DreamBooth3D [44]
and open-vocabulary wild images captured from a subject with different styles.
We also conduct a user study to evaluate the subject and prompt fidelity in our
synthesized 3D results. The experiments validate that our method is capable of
producing vivid and high-fidelity 3D assets with strong adherence to the given
subject while highly respecting the contextualization in the input text prompts.
Compared to DreamBooth3D [40], our method not only surpasses in terms of
quality, resolution, and consistency, but also shows a remarkable 36× speed im-
provement for efficiency. Unlike DreamBooth3D [40], our approach takes only a
single wild image as input, eliminating the need for 3-6 carefully selected images
of the same subject. Fig. 1 shows sample results of Make-Your-3D on differ-
ent subjects and contextualizations, indicating that our co-evolution framework
promotes the capability of generating subject-specific 3D assets for both models.

2 Related Works

Text-to-3D Generation. With exciting breakthroughs emerging in the image
and video generation [4, 17, 41, 64, 71], there has been growing interest in 3D
content generation [25, 28], particularly in text-to-3D generation [24]. One ap-
proach is to utilize extensive data [5, 9, 10] to train 3D generative models [6, 15,
22, 30, 31, 36, 48, 69, 73], akin to Text-to-Image (T2I) generation. However, due
to constraints by the scale and quality of paired text-3D data, these methods
are often limited to specific object categories and may exhibit a perceived lack
of realism. Another line of text-to-3D is pioneered by DreamFusion [37], which
employed a Score Distillation Sampling (SDS) loss to optimize a parametric
3D representation guided by the pre-trained 2D diffusion model [46]. Following
works concentrate on improving 3D consistency, novel view quality, and genera-
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tion speed through strategies such as incorporating 3D priors [27,47,55], crafting
a tailored optimization strategy [26, 50, 57], and selecting more expressive and
efficient representations [7, 52]. However, only text is not informative enough to
express complex scenes or concepts, which can be a hindrance to 3D content
creation. Moreover, it is often unattainable to create contextually diverse 3D
assets that precisely align with the user-desired objects.

Image-to-3D Generation. Given the rich information embedded in images,
numerous studies [11, 29, 33, 52, 54, 59, 65, 72] have explored to generate 3D con-
tent from a single image. Early attempts integrated the input image into the
optimization pipeline by creating loss based on predicted depth [11,65] or object
masks [33], comparing them with the rendered image. Magic123 [38] designs a
two-stage coarse-to-fine framework for high-quality image-to-3D generation, em-
ploying textual inversion to ensure the generation of object-preserving geometry
and textures. DreamGaussian [52] and Repaint123 [72] leverage a more efficient
Gaussian splatting representation [21], significantly improving the optimization
speed. Wonder3D [29] uses a 2D diffusion model to generate multi-view normal
maps with color images and applies a geometry-aware normal fusion algorithm
for direct surface extraction. However, despite the capability of these approaches
to generate 3D content from a single image, their excessive reliance on images
to maintain 3D consistency results in a lack of diversity in the generated 3D
content, sometimes resembling more of a 3D reconstruction task. While Har-
monyView [59] introduces the concept of harmonizing consistency and diversity,
the displayed results often fall short of delivering satisfactory diversity, let alone
achieving subject-driven customization. Different from their methods, our work
is dedicated to reconstructing the concept of the provided object rather than the
input image, thereby preserving the generated diversity.

Subject-Driven Content Creation. An increasing number of works [14,19,20,
23,40,44] are focusing on subject-driven generation, enabling users to personalize
the generated content for specific subjects and concepts. Dreambooth [44] fine-
tunes the 2D diffusion model and expands the model’s language-vision dictionary
with rare tokens using multiple images, achieving personalized text-to-image gen-
eration. IP-Adapter [67] realizes controllable generation by incorporating image
prompt in the text-to-image models via the design of a lightweight decoupled
cross-attention mechanism. VideoBooth [20] injects image prompts into the text-
to-video model (T2V) in a coarse-to-fine manner, achieving customized content
generation for videos. Despite remarkable success in personalizing T2I and T2V
models, they do not generate 3D assets or afford any 3D control. The first at-
tempt in 3D subject-driven generation is DreamBooth3D [40], which proposes
a simple pipeline utilizing DreamBooth [44] for 3D subject-driven generation.
However, its generation is constrained by DreamBooth [44], requiring heavy
fine-tuning stages with multiple subject images over 3 hours, which limits the
range of applications. In contrast, our method can achieve fast subject-driven
3D content generation from only a single image of a subject within 5 minutes.
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Fig. 2: Distribution variance between the wild subject and pre-trained mod-
els. Taking a monkey image and text prompt “with elf ears” as input, the pre-trained
2D personalized model and multi-view diffusion model generate images out of the dis-
tribution of desired ones, i.e., the specific monkey with elf ears. To solve the problem,
we carefully design a co-evolution framework including subject-prior and identity-aware
optimization to harmonize the distributions and achieves desired 3D assets.

3 Method

In this section, we introduce our framework, i.e., Make-Your-3D, for fast and
consistent subject-driven 3D content generation. Our goal is to align output 3D
assets with the distribution of the desired subject. To this end, we first review
the scheme of diffusion model (Sec. 3.1), which is the basis of our pre-trained
multi-view and personalized models. Then we analyze the distribution variance
and optimization target of our method (Sec. 3.2). We further introduce our
co-evolution framework, including identity-aware optimization (Sec. 3.3) and
subject-prior optimization (Sec. 3.4). Finally, we present our mesh extraction
process (Sec. 3.5). An overview of our framework is depicted in Fig. 3.

3.1 Preliminaries

Diffusion Models [16, 49] are probabilistic generative models that comprise
two processes: (a) a forward process that gradually adds Gaussian noise to the
data following a T steps Markov chain and (b) a denoising process that generates
samples from the Gaussian distribution. Let x0 ∼ q(x0) represent the real data
under the additional condition c, and let t ∈ [0, T ] denote the time step of the
diffusion process. The training objective of the diffusion model ϵθ, which predicts
noise, is calculated as the following variational bound:

Ldiff = Ex0,ϵ∼N (0,I),c,t ∥ϵ− ϵθ (xt, c, t)∥2 , (1)

where xt = αtx0 + σtϵ is the noisy data at step t, and αt, σt are fixed sequence
of the noise schedule. For the conditional diffusion models, classifier-free guid-
ance [18] is often employed as a prevailing method. In the sampling stage, the
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Fig. 3: The overall framework of our proposed Make-Your-3D. Our frame-
work includes identity-aware optimization of 2D personalized model and subject-prior
optimization of multi-view diffusion model to approximate subject distribution. The
identity-aware optimization (Sec. 3.3) lifts input image to 3D space through a frozen
multi-view diffusion model and optimizes the 2D personalized model via multi-views.
The subject-prior optimization (Sec. 3.4) adopts diverse images from frozen personal-
ized model to infuse the subject-specific prior into the multi-view diffusion model.

prediction noise is computed as a combination of conditional model ϵθ (xt, c, t)
and unconditional model ϵθ (xt, c):

ϵ̂θ (xt, c, t) = wϵθ (xt, c, t) + (1− w)ϵθ (xt, t) , (2)

where w is the guidance scale to adjust the alignment with condition c. In our
study, we utilize the open-source 2D personalized model [67] and the multi-view
diffusion model [29], which are both built upon the Stable-Diffusion model [43],
to achieve fast and consistent subject-driven 3D generation.

3.2 The Distribution of 3D Subject

Powered by recent advances in personalizing text-to-image models [44, 45, 67]
and image-to-3D models [29, 38, 56], an intuitive idea to achieve customized 3D
generation is to naively combine these methods. However, as shown in Fig. 2, it
fails to yield satisfactory subject-specific 3D assets due to distribution variance
between the wild subject and the pre-trained models [12,44,67]. To explore how
to approximate the subject domain, we first propose that the distribution of the
3D subject denoted as qs(z), can be modeled as a joint distribution as:

qs(z) = ps(x
1:N |I, y) = ps(x

1|I, y) · ps(x2:N |I, y), (3)

where x1:N are 2D multi-view color images observed from 3D subject conditioned
on subject image I and text-driven modification y. As we have the pre-trained
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2D customized model pc(x1|I, y) and multi-view diffusion model pm(x1:N |I) =∏N
n=1 pm(xn|I), our key insight involves optimizing both pc and pm to p′c and

p′m, which closely align with the distribution of ps respectively, i.e.,

p′c(x
1|I, y) ≈ ps(x

1|I, y) , p′m(x2:N |I) ≈ ps(x
2:N |I). (4)

Given that the condition y is independent of xn in the multi-view diffusion model,
we can ultimately approximate qs(z) with the optimized models p′c and p′m, i.e.,
qs(z) ≈ p′c · p′m. Finally, we can formulate the joint distribution as a Markov
chain within the diffusion scheme (omit the symbol y and I for simplicity):

p′c(x
1
T ) p

′
m(x2:N

T )
∏
t

p′m(x1
t−1|x1

t ) p
′
m(x2:N

t−1|x2:N
t ), (5)

where p′c(x
1
T ) and p′m(x2:N

T ) are Gaussian noises. Our key problem is to char-
acterize the distribution p′c → ps and p′m → ps so that we can sample from
this Markov chain to generate 3D assets in the subject distribution. Inspired by
the derivation above, we carefully design a co-evolution framework, including
identity-aware optimization for pc and subject-prior optimization for pm.

3.3 Identity-Aware Optimization

To mimic the appearance of subjects from images and synthesize novel renditions
of them in different contexts, DreamBooth [44] finetunes all the parameters of
the T2I model with 3-6 captured subject images. However, such a tuning strategy
that relies on several images, is inefficient and constrained to scenarios where only
one image can serve as input. In contrast, we use only a single subject image as
input and choose a more efficient adapter-based T2I model (i.e., IP-Adapter [67])
as our 2D personalized model pc. Despite the user-friendly appeal of using a sin-
gle input image, the 2D personalized model [67] suffers from distribution vari-
ance [12] between the subject and the training data, leading to outputs that
do not resemble the subject as shown in Fig. 7, i.e., pc(x1|I, y) ̸= ps(x

1|I, y).
To approximate subject distribution and enhance awareness of identity, we first
leverage a multi-view diffusion model [29] pm to generate the multi-views x(1:N)

with view-direction aware prompt y(1:N) given the input subject image I and
text-driven prompt y. Then we apply augmentations to x(1:N) and process them
through the pretrained CLIP image encoder [39] F and get F(x(1:N)). Finally, in
the adapter module of the 2D personalized model, we use F(x(1:N)) and y(1:N)

to optimize the parameters of image cross-attention layer while freezing the orig-
inal UNet model and text cross-attention modules. We follow the similar training
objective to obtain p′c in Eq. 1 with the condition c = {y,F(x)}. The empir-
ical analysis in Sec. 4 demonstrates that our multi-view-based, identity-aware
optimization effectively narrows the gap between pc and the subject domain ps.

3.4 Subject-Prior Optimization

Powered by the 3D consistency of neural radiance fields, DreamBooth3D [40]
distills the fine-tuned DreamBooth to generate 3D assets via score distillation
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sampling (SDS) [37]. However, this framework suffers from low resolution and
time-consuming optimization for per-sample training from scratch, as shown in
Fig. 5, 9, limiting the practical usage. In this work, we optimize a more effi-
cient multi-view diffusion framework based on Wonder3D [29] to approximate
ps(x

2:N |I) while better achieving fast and high-fidelity personalized 3D genera-
tion. Given the multi-views x(1:N) from subject image I as discussed in Sec. 3.3,
we process them through the original 2D personalized model with text-driven
modification. Then we obtain diverse outputs x̃(1:N) from multi-views, which
coarsely adhere to the driven text and subject style with strong subject knowl-
edge prior. In addition, we further exploit the subject geometry prior represented
by normal maps ñ(1:N) inferred from x̃(1:N) by using the off-the-shelf single-view
estimator [13]. Finally, we optimize the cross-domain self-attention module in
the UNet framework based on multi-view diffusion model [29] to incorporate the
subject-specific prior knowledge in the views of 3D distribution. Our objective
function consists of two terms: (a) an image diffusion term for subject-prior en-
hancement and (b) a parameter preservation term for maintaining multi-view
ability, which is computed as:

Lprior = Ex0,n0,ϵ,cn,ci,t ∥ϵ− ϵθ (xt, cn, ci, t)∥2 + λ
∥θ − θ0∥1

Nθ
, (6)

where ci, cn are the condition of the subject image with corresponding nor-
mal maps, θ0 is the initial parameter of original multi-view diffusion, Nθ is the
number of parameters, and λ is a balancing parameter set to 1. Grounded by
visualization studies in Sec. 4, our subject-prior optimization strategy can suc-
cessfully impose subject prior knowledge into multi-view diffusion model, which
aligns p′m(·|I) → ps(·|I) by Eq. 6 and yields more desired and consistent subject-
driven 3D assets.

3.5 Subject-Driven Mesh Extraction

As done in previous co-evolution framework (i.e., identity-aware optimization
and subject-prior optimization), we have aligned the 2D personalized model p′c
and the multi-view diffusion model p′m with the subject distribution ps. Given
the subject image I and text modification y, we first cascade the two optimized
models to process them and obtain subject-driven multiview color images x̂(1:N)

with respect to Eq. 3. From x̂(1:N), we apply a recent U-Net based Gaussian
model pretrained in LGM [51] to predict 3D Gaussians. Next, we train an ef-
ficient NeRF (i.e., Instant-NGP [35]) by using the rendered images from 3D
Gaussians, and then convert the NeRF to polygonal meshes [53]. More details
can be found in our supplementary materials. With adequately optimized imple-
mentation in identity-aware optimization (∼ 1 min), subject-driven optimization
(∼ 3 min), and mesh conversion (∼ 1 min), our framework can understand the
visual subject in a reference image by approximating the subject distribution,
and fast produce high-fidelity, consistent unseen personalized 3D content driven
by text modification.
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4 Experiments

In this section, we conduct extensive experiments to evaluate our subject-driven
3D content generation framework Make-Your-3D, and show the comparison re-
sults against DreamBooth3D [40]. We first present our qualitative results in
multi-views and comparisons with baselines [40,47] in various applications (e.g .,
stylization, accessorization) (Sec. 4.2). Then we report the quantitative results
with a user study (Sec. 4.3). Finally, we carry out more open settings and ab-
lation studies to further verify the efficacy of our framework design (Sec. 4.4).
Please refer to the supplementary materials for more visualizations, comparisons,
and detailed analysis.

4.1 Experiment Setup

Implementation Details. In our framework implementation, we choose IP-
Adapter [67] as our 2D personalized model backbone and apply the learning
rates of 1e− 4 with a 0.01 weight decay to the image cross-attention layers with
our multi-view based identity-aware optimization. On the other hand, we em-
ploy Wonder3D [29] as our multi-view diffusion model and utilize diverse images
generated by the original 2D personalized model to subject its U-Net module
to subject-prior optimization, with a 5e − 5 learning rates and a 1e − 2 weight
decay. Notably, for each subject image, it takes only 5 minutes to complete all
optimization stages on a single NVIDIA RTX3090 (24GB) GPU, which is far
more efficient than 3 hours tuning on 4 core TPUv4 used in DreamBooth3D [40].
We use a fixed 30 iterations to optimize the personalized model. For the multi-
view diffusion model, we use around 100 iterations in subject-prior optimization
across different objects. To reconstruct 3D geometry, our method is built on the
instant-NGP [35] based Gaussian reconstruction method [53].

Baselines and Metrics. We extensively compare our method with two base-
lines: DreamBooth3D [40] and an implementation for multi-view dreambooth
in MVDream [47]. Since the two baseline methods [40, 47] do not have released
related code, their results are obtained by downloading from their project pages.
For metrics, we mainly show our results with notable comparisons through visu-
alization. Following [37,40], we evaluate our approach with the CLIP R-Precision
metric in CLIP ViT-B/16, ViT-B/32, and ViT-L-14 models. We also conduct
a user study to further demonstrate the subject-driven fidelity, prompt fidelity,
consistency, and overall quality of our method.

4.2 Qualitative Results

Visual Results of Make-Your-3D. Fig. 4 shows sample visual results of
our method across different subjects with customized text prompts. The results
demonstrate high-fidelity and consistent 3D generation with Make-Your-3D for
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Fig. 4: Visual results of Make-Your-3D on different subjects with customized text
inputs. The multi-view results demonstrate that our method can generate 3D assets
with high-fidelity, 3D consistency, subject preservation, and faithfulness to the text
prompts.

open-vocabulary wild input subject images, achieving faithful alignment respect-
ing the context in the input text prompt.

Qualitative Comparisons. We compare our method with DreamBooth3D [40]
in various applications shown in Fig. 5, including color editing, accessorization,
stylization, and motion modification. We observe that DreamBooth3D only gen-
erates coarse results with multiple images as input over 3 hours. In contrast,
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Fig. 5: The qualitative comparisons with DreamBooth3D. We use the same text
prompt and only one of the input images as in DreamBooth3D. Notice ours perform
better on the object details with less input images.

our Make-Your-3D produces higher quality subject-driven 3D results with com-
pelling object details from only a single subject image within only 5 minutes,
which is 36× faster than DreamBooth3D. We also conduct comparisons with a
recent multi-view DreamBooth implementation in MVDream [47] in Fig. 6. The
results further indicate that our method can not only achieve great 3D consis-
tency but also better preserve subject identity without overfitting to data bias
in terms of generated styles shown in mutli-view DreamBooth [47].

4.3 Quantitative Results

Table 1: Quantitative comparisons on rendered images
with text prompts using different CLIP retrieval models.

ViT-B/16↑ ViT-B/32↑ ViT-L-14↑

DreamBooth3D [40] 0.783 0.710 0.797
MV DreamBooth [47] 0.805 0.735 0.813
Make-Your-3D (Ours) 0.817 0.764 0.826

Table 1 shows the aver-
age CLIP R-Precision
over 160 evenly spaces
azimuth renders at a
fixed elevation of 40
degrees, following the
same setting in Dream-
Booth3D [40] for fair-
ness. Results clearly demonstrate higher scores for Make-Your-3D, indicating
better 3D consistency and text-prompt alignment of our results. For user study,
we render 360-degree videos of subject-driven 3D models and show each volun-
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Fig. 6: The multi-view qualitative comparisons. We are able to generate more
realistic objects and achieve better subject preservation with multi-view consistency.
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+ “wearing red scarf”
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Fig. 7: Ablation study of our method. We ablate the design choices of identity-
aware optimization and subject-prior optimization.

teer with five samples of rendered video from a random method. They can rate in
four aspects: 3D consistency, subject fidelity, prompt fidelity, and overall quality
on a scale of 1-10, with higher scores indicating better performance. We collect
results from 30 volunteers shown in Table 2. We find our method is significantly
preferred by users over these aspects.

4.4 Ablation Study and Discussion

We carry out ablation studies on the design of Make-Your-3D framework in Fig. 7
to verify the effectiveness of our co-evolution framework. Specifically, we perform
ablation on identity-aware optimization and subject-prior optimization. The re-
sults reveal that the omission of any of two elements leads to a degradation in



Make-Your-3D: Fast and Consistent Subject-Driven 3D Content Generation 13

“wearing zip up hoodie” “wearing crew-neck T-shirt”

“wearing puffer coat” “in suit”
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“wearing sunglasses” “with mustache”

Fig. 8: More personalization results for humans. Given a customized description
and a face image, we can generate high-quality attributes (e.g ., beard, clothes) for the
3D character according to various contexts.

Ours

+ “blue”+ “a man wearing sunglasses”

+ “open”

DreamBooth3D

Input Images Input ImagesResult Images Result Images

Fig. 9: Comparisons with the failure cases in DreamBooth3D [40]. As Dream-
booth3D fails to reconstruct thin object structures like sunglasses and suffers from
limited view variation, Our method has made significant improvements in fine details
of thin objects and fast 3D personalization from a single subject image.

terms of subject-driven fidelity. Notably, the absence of identity-aware optimiza-
tion leads to worse subject preservation and consistency. The lack of subject-prior
optimization results in less plausible multi-view rendering, especially in cases
where the back view lacks informative subject-prior guidance. This illustrates
the effectiveness of our overall framework (Fig. 3) that can approximate subject
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Table 2: Quantitative comparison results of Dream-
Booth3D [40], multi-view DreamBooth [47] and our Make-
Your-3D on the multi-view consistency, subject fidelity, prompt
fidelity, and overall quality score in a user study, rated on a
range of 1-10, with higher scores indicating better performance.

Method Multi-view Subject Prompt Overall
Consistency Fidelity Fidelity Quality

DreamBooth3D [40] 6.05 6.42 6.89 5.33
MV DreamBooth [47] 8.76 7.55 6.73 7.59
Make-Your-3D (Ours) 9.01 8.91 8.70 9.05

distribution and have
great identity-specific
preservation. More-
over, our method
is robust in various
open-vocabulary set-
tings from wild web
images and achieves
high-quality results
in failure cases of
DreamBooth3D [40]
shown in Fig. 9. Driven by our co-evolution framework, we can serve more ap-
plications such as human personalization shown in Fig. 8, where we can change
their attributes like hair, clothes, and more. These surprising results further sup-
port the effectiveness of the co-evolution framework in our Make-Your-3D and
present the great potential for subject-driven customization. More impressive
results on different applications can be found in our supplementary materials.

5 Conclusion

In this paper, we have proposed Make-Your-3D, a method for fast and consis-
tent subject-driven 3D content generation. To approximate the distribution of
the 3D subject, we introduce a novel co-evolution framework. This includes an
identity-aware optimization for 2D personalized model and a subject-specific op-
timization for multi-view diffusion model, through which each model adapts and
improves the other’s capacity to capture the subject-driven identity. Therefore,
our method bridges the distribution variance from the 3D subject, achieving
high-fidelity, multi-view coherent, and subject-specific 3D assets that faithfully
adhere to the contextualization in text guidance (e.g ., playing guitar, boxing,
etc.). Notably, we only need a single subject image as input and produce per 3D
result within 5 minutes, 36× faster than DreamBooth3D [40]. Extensive quali-
tative and quantitative experiments verify the effectiveness and efficiency of our
co-evolution framework on 3D content personalization and demonstrate the po-
tential for a wide range of applications.

Limitations and Future Work. Although our Make-Your-3D allows for high-
quality 3D personalization and demonstrates better performance than previous
work, the quality still seems to be limited to the backbone itself based on Stable
Diffusion v1.5. The larger diffusion model such as SDXL [1] will further improve
our performance. In future work, we are interested in exploring the 3D scene-
level personalization which is a more challenging and complex task. We hope
that our Make-Your-3D will pave the way for future advancements, as we believe
this technology of subject-driven 3D generation may have a disruptive effect on
various sectors, including advertising, entertainment, fashion, and more.
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A Additional Implementation Details

In this section, we provide additional details about the implementation of our
subject-driven 3D generation framework Make-Your-3D.

A.1 Hyperparameter Settings

In our subject-driven optimization, We retain the optimizer settings and ϵ-
prediction strategy from the pretrained process, with a 0.9 adam β1, a 0.999
adam β2, a 1e − 2 adam weight decay, and a 1e − 8 adam ϵ. During the opti-
mization, we use a reduced image size of 256×256.

A.2 Training Details

The time consumption for the three stages in our framework is as follows:
identity-aware optimization takes ∼ 1 minute, subject-driven optimization takes
∼ 3 minutes, and mesh conversion takes approximately ∼ 1 minute. The mesh
conversion module is designed to be adaptable to a variety of mesh extraction
models [29,51,53]. For the sake of improved efficiency, we have chosen to utilize
the LGM [51], which is capable of generating 3D Gaussians of objects within a
mere 7 seconds. After that, we train an efficient NeRF (i.e., Instant-NGP [35])
by using the rendered images from 3D Gaussians, and then convert the NeRF
to polygonal meshes [53]. Specifically, we train two hash grids to reconstruct the
geometry and appearance from Gaussian renderings. Please refer to LGM [51]
for more details of generated Gaussians. With adequately optimized implemen-
tation, it takes extra 1 minute to perform this Gaussians to NeRF to mesh
conversion. Our codes for implementation will be available upon acceptance.

A.3 Designing Prompts for One-Shot Personalization

Our goal is to let the diffusion model’s be deeply aware of a new subject’s iden-
tity. As mentioned in DreamBooth [44], a common way to personalize a diffusion
model is to “implant” a new (unique identifier, subject) pair into the model’s “dic-
tionary” and label input multi-view images of the subject "a [identifier] [class
noun]", where [identifier] is a unique identifier (e.g ., “xxy5syt00”) linked to the
subject and [class noun] is a coarse class descriptor of the subject (e.g ., cat, dog,
watch, etc.). However, this simple method loses all the position information in
multi-view images, which is strongly important for identity awareness. To fully
leverage the concealed information, we propose a novel (unique identifier, sub-
ject, direction) pair inspired by view-dependent prompting in DreamFusion [37]
and automatically label each image "a [identifier] [class noun], [direction]", where
"direction" is one of the six directions (e.g ., front, back, left, etc.) for the corre-
sponding multi-view image. By employing this design, we ensure that positional
cues are incorporated into our identity-aware optimization process. We utilize the
resulting six matched pairs for the optimization, further enhancing the model’s
ability to capture and comprehend the subject’s identity.
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B Additional Results

To further demonstrate the effectiveness and impressive visualization results of
our Make-Your-3D, we conducted more experiments including additional com-
parison results against DreamBooth3D [40] and visual results (e.g ., multi-view
images, textured meshes, normals, etc.).

B.1 More Qualitative Comparisons

Fig. 10 demonstrates additional qualitative comparisons with DreamBooth3D [40].
We observed that DreamBooth3D tends to generate coarse results for limited
subjects, which lack sufficient identity consistency and also suffer from overfit-
ting issues. For example, the red backpack in Fig. 10 exhibits three small signs at
the right bottom, which are not preserved by DreamBooth during its generation
process. On the other hand, our proposed method successfully maintains this
distinct feature while generating high-resolution outputs.Visual Results

DreamBooth3D

Input Image(s)

Ours
（single Input image）

Fig. 10: More qualitative comparisons with DreamBooth3D on subjects of
DreamBooth dataset. Notice ours perform better on the object’s identity consistency
with less input images.

B.2 More Visual Results

Fig. 11, 16 shows multiple views of the assets rendered for the subjects with
different text prompts. Fig. 17 provides additional results with associated nor-
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mals and textured meshes to demonstrate the 3D consistency of our results on
a variety of customized subjects.

B.3 More Human Personalization Results

Fig. 14, 15 presents additional personalized examples of human faces generated
by our co-evolution framework. Our approach enables modification of attributes
such as hairstyle, clothing, and more, as well as the capability to alter expres-
sions, makeup, and styling. These remarkable results provide further evidence of
the effectiveness of the co-evolution framework in our Make-Your-3D application
and demonstrate its broad potential for various areas, such as customizing 3D
characters, virtual reality, online clothing try-on, and beyond.

C GPT4-V for 3D Evaluation

We choose a recent automatic and versatile evaluation metric GPTEval3D [62]
based on GPT-4Vision (GPT-4V) [2] for additional pairwise comparison. For the
two 3D assets, we render them from four or nine viewpoints. These two images
will be concatenated together before passing into GPT-4V along with the text
instructions. GPT-4V will return a decision of which of the two 3D assets is
better according to the instruction. As shown in Fig. 12, We evalute our results
in three main criteria: text–asset alignment, 3D plausibility and texture details.

D Ethical Statement

We confirm that all images used in this paper for research and publication have
been obtained and used in a manner compliant with ethical standards. The indi-
viduals depicted in these images have given consent for their use, or the images
are sourced from publicly available datasets and were used in accordance with
the terms of use and permissions. Furthermore, the publication and use of these
images do not pose any societal or ethical harm. We have taken necessary pre-
cautions to ensure that the research presented in this paper respects individual
rights, including the right to privacy and the fundamental principles of ethical
research conduct.
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Input Image

“wearing glasses” “wearing bow tie”

“wearing bow tie” “wearing sunglasses”

“a glass coffee pot”“with flower”

Fig. 11: More personalization results for a subject with different text inputs.

“A dog jumping”
Text-Asset Alignment: The left model …in a jumping posture, with 
a fairly neutral expression and typical canine anatomy. The right 
model …mid-jump, but with an exaggerated facial expression and a 
more dynamic pose…but the left one has a more realistic demeanor.
3D Plausibility: The left dog has a smooth and continuous body 
structure, with limbs proportionately sized and positioned. The right 
dog, … has somewhat exaggerated proportions and a less coherent 
body structure, particularly around the hind legs and neck.
Final answer: neutral neutral

“A red bag”
3D Plausibility: The left model …with proportional sizing and 
recognizable parts such as pockets, zippers, and straps that maintain 
their form across different angles. The right model …some warping 
and less consistent detailing, making it look less solid and realistic.
Low-Level Texture Details: The left model shows more defined 
textures, with clear fabric patterns, seams, and finer details like the 
brand logo and zipper pullers being visible. The right model has 
some textural details, but they appear more blurred and less distinct, 
particularly in the frontal view.
Final answer: left left left

ours Dreambooth3D

ours Dreambooth3D

Fig. 12: Examples of the analysis by GPT-4V [2]. Given two 3D assets, we ask
GPT-4V to compare them on various aspects and provide an explanation. We find that
GPT-4V’s preference closely aligns with that of humans in our user study.
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“A dog sitting”
Text-Asset Alignment: The left one ... somewhat more expressive. 
The right one has a more realistic texture and coloration ...
3D Plausibility: The left one ...the fur texture looks unnatural...The 
right one has more consistent modeling across all views...
Low-Level Texture Details: The left model's texture appears 
somewhat blurry and lacks definition in finer details. The right 
model's texture is sharper, with more discernible details like fur 
texture and facial features.
Final answer: right right right

“A dog standing”
Text-Asset Alignment: The left one ... somewhat more expressive. 
The right one has a more realistic texture and coloration ...
3D Plausibility: The left one ...the fur texture looks unnatural...The 
right one has more consistent modeling across all views...
Low-Level Texture Details: The left model's texture appears 
somewhat blurry and lacks definition in finer details. The right 
model's texture is sharper, with more discernible details like fur 
texture and facial features.
Final answer: right right right

oursDreambooth3D

oursDreambooth3D

Fig. 13: More examples of the analysis by GPT-4V [2].

“wearing sunglasses”

“with yellow hair” “with heavy beard”

“with mustache”

“wearing scarf”

“wearing face mask” “like a clown” “wearing batman mask”

“laugh” “sad” “wearing glasses”

“wearing glasses”

Fig. 14: More personalization results for human faces.
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Generated multi-view results

“with cat ears”

“with elf ears”

“wearing glasses”

“wearing Chinese qipao”

“wearing headphone”

“wearing shirt”

“wearing strapless dress”

“wearing wrap dress”

“wearing sunglasses”

Fig. 15: More personalization results for one person with multiple customized text
inputs.
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+ “wearing hat”

+ “wearing sunglasses”

+ “wearing hat”

+ “sitting”

+ “wearing scarf”

+ “wearing glasses”

+ “in yellow style”

+ “wearing cowboy hat”

+ “with wings”

Fig. 16: More visual results of Make-Your-3D on different subjects with cus-
tomized text inputs.
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Generated multi-view images and 
normal maps

+ “wearing tie”

+ “wearing glasses”

+ “wearing sunglasses”

+ “wearing top hat”

+ “wearing bow tie”

+ “with wings”

Textured meshes

Fig. 17: Textured meshes and normal maps on a subject "Gelute" with various
customized text inputs.
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